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Challenge:

* Researchers are increasingly interested in an
emerging class of hybrid services focused on
turnkey, on-demand, integration of
private/public clouds, cyberinfrastructure,
scientific resources, and high performance
networks.

Solutions:
* New paradigm for flexible edge
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* New paradigm applies to many other regions that have a high speed regional network. Especially useful for
underserved campuses who cannot afford offering their own SDMZ or SD-SDMZ.

For more information: Tom Lehman, UMD/MAX, tlehman@umd.edu




NSF Campus Cyberinfrastructure Pl and

[ Cybersecurity Innovation for Cyberinfrastructure Pl Workshop
September 24 — 26, 2018 | University of Maryland, College Park, MD

Network Embedded Storage and Compute (NESCO)

Challenge:
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e Establishment of a new paradigm for R&E network designs which includes network embedded compute and

storage resources and fine grain flow management will allow new types of cyberinfrastructure services

* Democratization of the Middle Box Functions, serving smaller research groups will allow more innovation

For more information: Tom Lehman, UMD/MAX, tlehman@umd.edu



