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Scientific Impact:
• Geologic CO2 Sequestration: 

simulation of (100μm) microfracture 
evolution during CO2 injection in km-
scale reservoirs

• Coastal Ocean Modeling: 
Nonhydrostatic large eddy simulation 
(LES) model with high-resolution 
(meter)  grids

• Real-time CO2 and CH4 Data 
Acquisition: real-time carbon flux 
measurements  from array of fast 
response (10 Hz) three-dimensional 
sonic anemometer-thermometer 
instruments and open path gas 
analyzers installed in towers across 
the north slope of Alaska along a 300 
km transect from Barrow to Ivotuk

Solution(s):
• Runtime performance of I/O bound 

numerical simulations can be 
improved using a parallel file system

• Distributed processes simultaneously 
perform read and write operations

• SDSU has deployed a two-petabyte 
BeeGFS parallel storage cluster 

Challenge Project Seeks to Address:
• Atmosphere, ocean, and subsurface 

numerical modeling applications can 
generate tera- and petascale datasets

• Time required to write data is often  
the determining factor in the time 
required to complete a simulation, 
rather than microprocessor speed

• "I/O bound" applications require high 
performance storage to reduce 
computational runtime 
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