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Gartner Hype Cycle

expectations

Mabile QoS for LTE

4G Standard

Passive Optical LAN

Transcoderless and Software-Based
Videoconferencing Infrastructure
Multivendor WLA?I Controller Protocols

Context Delivery Architecture
One-Tier Data Center Switch
Hybrid Unified Communications
and Collaboration

Data Center Eridging
Fabric-Based Infrastructure

Communications-Enabled
_Business Processes

Mobile Satellite Services

Machine-to-Machine
Communication Services
Cloud-Based

Security Services

irtual Switch

Software-Defined P
Rad Metwork Configuration

and Change
Management Tools

Energy Efficient
Ethernet (802.3az)
IPv6

Hosted Virtual Desktops
Ka-Band Satellite Communications
Enhanced Network Delivery

Application Performance Monitoring
Fibre Channel Over Ethernet

Communications

Long-Distance Live VM Migration

Mobile Application Development Platforms —
Location-Aware Technology
Location-Aware Applications

WAN Optimization Controllers
Network Fault Monitoring Tools
Hybrid MPLS/Internet WAN
Metro-Area SANs

Application Delivery Controller
Wide-Area SANs

802.3at

Open-Source i } nd
Rich Media on Demand FWAN
SIP Communications

80211n

Network Performance Monitoring Tools

Mobile Device Management

Ethernet Services

Unified Communications and Cellaboration

Rich Media — Live Streaming

WAN Optimization Services

Virtual 110

Video Telepresence

Olessthan2years © 2to5years @ 5to 10years

Long Term Evolution Network Access Control As of July 2012
Peak of
Technology Trough of i Plateau of
Trigger Eer;ftl:g:;ns Disillusionment Slope of Enlightenment Productivity
time v
Plateau will be reached in: obsolete

A more than 10 years @ before plateau
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Software-defined Network Drivers and Impact

Private cloud is not By 2020, SDN/OpenFlow market
just about cost 50 billion will grow to almost

reduction. AQility devices will be $2 billion by 2016

will be a key benefit’ connected to ... driven by the growing
wireless networks? need for scalability &
network
programmability3

HUMAN DEVICE SECURITY PROGRAMMABILITY
MIDDLEWARE

1 Gartner G00238288, Five Things That Private 2Ericsson white paper, “More Than 50 Billion 31DC #235074, “Technology Assessment: The
Cloud Is Not, 3 August 2012, Thomas J. Bittman Connected Devices,” February 2011 Impact of OpenFlow on Data Center Network
Architectures” June 2012 @

Gartner does not endorse any vendor, product or service depicted in its research publications, and does not advise technology users to select only those vendors with the highest ratings. Gartner research publications consist of the opinions of
Gartner's research organization and should not be construed as statements of fact. Gartner disclaims all warranties, expressed or implied, with respect to this research, including any warranties of merchantability or fitness for a particular purpose.



Legacy Network Human Middleware Can’t Scale for
e and Resource Intensive, Not Suited for Cloud Scale

10,000 provisions per day

X 20 commands per change

200,000 commands per
day

X 1 minute per command

3,333 hours of effort =lglel 420 network admins

- [ [ -
Gs du o Gs de Gs do Gs b
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HP SDN Innovations




HP Delivers SDN to Achieve Agility

Ability to Apply Business Logic to Network Behavior in Dynamic Fashion

Application Deliver open programmable interfaces to
Layer automate orchestration of network services
(O]
S
5
= Control Separate control and data plane; abstract
g Layer control plane of many devices to one
a
0p)

Infrastructure Open standard-based programmatic access
Layer to infrastructure
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HP Delivers SDN to Achieve Agility

Ability to Apply Business Logic to Network Behavior in Dynamic Fashion

/
. Business Applications
Application
Layer (e.g., OpenStack, CloudStack)

Programmable Open AHIs
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Control & Data Plane Programmable
Infrastructure Interface (e.g., OpenFlow)

Layer Network Device Network Device Network Device
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Virtual Application Networks Framework
delivering SDN

4 ‘
Application @ Cloud Hw @) =
Layer / S
o - Virtual Cloud Networks, Sentinel Security & Open APIs
= é Intelligent
3 o Manageme
= Control & nt Center
E Layer < L . (IMC)
zZ Virtual Application Networks SDN Controller &
7 _ Virtual App
C-opentiow & —= . e Networks
Infrastructure T = ' Manager
Layer HP 2920 & 3500 H
OpenFlow Support on 29 Switches

Innovations



OpenFlow Enabled on 29 Switches

Industry’s largest OpenFlow-enabled switch portfolio

9
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r” OpenFlow

Largest portfolio
with 25 switches

N
O

O O 0

=

]
dede unper 3

t‘s‘,

© Copyright 2012 Hewlett-Packard Development Company, L.P.

The information contained herein is subject to change without notice. | K

HP 8200

1st Tier-one Vendor

Modular, stackable and fixed
switches

Over 15 Million OpenFlow Ports

Committed to OpenFlow-enabling
FlexNetwork portfolio



Virtual Application Networks SDN Controller

HP Delivers Industry’s First Open, Complete Hardware & Software SDN Solution

Business Applications

(e.g., OpenStack, CloudStack)
Cloud Orchestration SDN Applications

Application Layer A
V' Programmable Open APls W
Virtual =
Application — -
Networks @ =
SDN Controller = i
[=] =L :— ' o N
Control Layerc70Pe"F|0W A
_ y
Network Device Network Device
sEasEaEaen SEsEEEen
Infrastructure Layer Y,

10 © Copyright 2012 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice.

o Software or Appliance
* OpenFlow enabled
« HP SDN Applications

« Open APIs Enable Third-party
Apps

« Extensible, Scalable, Resilient,
Architecture

(Hcoud HBO "



HP Virtual Cloud Network Application

Enables Scalable, Programmable Clouds, Eliminates Human Middleware

Automates Network Provisioning
Zero Enabling Self-service Cloud

Network Admin " « Limits Provisioning Actions to
Low Risk Infrastructure Elements

« Enables Scaling Beyond
Traditional Hardware Limits

» Delivers Virtual Networking for

1,000s " - Openstack Public & Private openstack
Cloud Users Virtual Application Clouds

Networks
SDNC roller
r” OpenFlow
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HP Cloud . Virtual Cloud Network Application

Publlc Cloud Public Cloud Enterprise Public-Private
Automation at Scale Multi-tenancy at Scale Cloud Integration

Application

Fixed or Floating IPs ixed or Floating IPs E
Layer mmipl P Y # customer 4 ULt LT ¢ customer
networ networl
Tenant Virtual Network irtual Networl
— o

o

3 enant

3]

9 B

5 Control Virtual Application .

< Layer Networks SDN Controller

% e OpenFlow I

Ml Infrastructure - @
Layer
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Sentinel Security Application

Delivering Real-time Network Threat Protection

e Delivers Real-time Threat
Characterization with HP TippingPoint
DVLabs Database

 Protects from over 700,000+ Botnet,
Malware & Spyware Malicious Sites

 Improved Visibility & Accuracy with
ArcSight Integration

Virtual Application
Networks

S ntroller
D@VO‘ OpenFlow

@



HBO: Sentinel Security Application Use Case

Campus & Branch

Data Center Security Cloud Security

Security

Aorslfestfon ?Sentinel . Real-timeCIoud Database Feed DV Labs
PP > * Protection from over 2M Threats RepDV DB

Layer \

Control Virtual Application
Layer Networks SDN Controller

G’Openﬂow M -
((1))@%7 = (1))

Infrastructure
Layer D Wired & Wireless Edge D
Malicious-site.com
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CERN: Distributed Load Balancing Application

Delivering Advanced Traffic Characterization & Orchestration

Virtual Application
Networks

SDiN"@ontroller
D@?OpenFlow

Characterizes & load balances for
increased scalability

Optimized traffic distribution with
sychronization across load balancers

Adaptive load balancing based on
application feedback

Eliminate the need for dedicated
hardware



CERN: Distributed Load Balancing Use Case

Traffic Classification & Network Resource Efficient
Load Balancing Scaling (Firewall/IPS) Multipathing

. Distributed Load
Application Balancing Application ?
o Layer
: !
g . ;
= Control B 4 vVirtual Application
g Layer . Networks SDN
. S B el Controller
% e"’OpenFlow ________________ _
@ Infrastructure @ Al Ol - Q
Switches Network
Layer A\ /]\ /]\
Servers FW/IPS Routers ~— =
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SDN Services — Strategize & Assess

 Achieve Enterprise/IT Alignment,
s Save Hundreds of Hours of
| Meetings & Research Time

Transformation
Experience

Baseline Assessment Compute & Storage vs. Network
Provisioning Timelines

Network Provisioning i e Define the Delta Between

ViFr)tualfAﬁr():NetWOtrk Im '  Prove SDN Value Proposition
roor ot Loncep (Months to Minutes) against
Baseline Assessment
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Virtual App Networks Delivers Phased Approach
trors<sBE)IN Journey

End-to-End SDN

: Ecosystem across all
S Vel S architectural layers for
E—— r complete solution
: roduction-grade
EatliSDNiadaption solutions in mixed
environments
Research, | HP Beta
evaluation | Controller

& planning | & Apps 2HCY2013
NOW

4QCY2011
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SDN Innovations Leading the Industry

HP Continues to Delivers SDN Applications
to eliminate human middleware

OpenFlow First Appears on Gartner Hype
Cycle

HP Scales Lighthouse Customers to over 2009

60

HP Demos OpenFlow Enabled Switch 2008

HP & Stanford Collaborate on Ethane 2007

© i - , L.P. @
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HP OpenFlow Product

Detalls




OpenFlow Portfolio Support

| HP 3800 Serles HP 2920 Serles
Campus/Branch Access Campus/Branch Access

P 35005er.e3 " HP 6600, 6200 Series
Campus/Branch Access Campus/Branch Access

All Products Support OpenFlow v1.0 with K.15.10 or KA.15.10 or WB.15.12

HP 5400 Series
Campus/Branch
Access & Core

G e

i = 3 ol T wm

TR LT
rrvTvey s

HP 8200 Series
Campus Core

@



Openflow 1.0 features

Hardware support
Support for 3800 switches in KA_15 10
Openflow for 2920 switches planned March 2013

Features
Egress to LAG i.e. Openflow traffic can be sent out of trunks
Honor flow priority - across flows in hardware and software
Support HA in 8200 with dual management module
Non-IP L2 address match in hardware for v2 modules and 3800
Support for LOCAL action

Supportability

Support communication with controller over OOBM on the 6600 switches.
Ability to turn off software flow processingi.e. a hardware-only mode where only flows that can be
programmed into hardware get accepted.
Troubleshooting — Additional display commands, debug log and event log support.
Table Size
1500 entries* for 3500, 6xxx, and v1 5400/8200 modules
2000 entries* for v2 5400/8200 modules and 3800

Additional 3,000 software-based flows**
* There are other features (e.g., ACL, security features) that use the same TCAM, so the actual max number of Openflow entries can be less
<% Approximate numbers;depends @mswiteh configaration /



HP differentiation

Openflow 1.0 version specific:

Passive mode — One way communication from the controller for adding flows. New flows coming into the switch are not sent to the
controller but handled normally.

Enhancement Investigation
Support for OpenFlow 1.3
Support for re-mark and drop capability in hardware meters
Number of software tables in the Openflow pipeline is user configurable

Openflow version agnostic
Aggregate or per VLAN mode - All the VLANs become part of one Openflow “aggregate” instance except controller VLAN . -OR-
Each VLAN is associated with its own Openflow instance

Policy engine resources management — Users can set a maximum limit on the policy engine resources i.e. TCAM that can be used
for Openflow.

HW-only mode (15-10) — Only flows that can be hardware accelerated are accepted into the switch. An error is sent to the controller for
other flows.

HA (15_10) - Flow table is synced across the AMM and the SMM. Traffic that matches hardware flows is not interrupted across a failover.

Openflow to native domain forwarding - Ability to forward Openflow traffic from an Openflow domain/VLAN to a non-Openflow
domain/VLAN.
W

Per flow Rate Limiting



Hardware Rules MATCH ety or wiseors for maten i narcwore [

Field Must be wildcarded, or Not included in rule l:l

(V1, Current e e oot vtee [

VLAN MAC MAC Eth
priority | Src Dst type

release)
MATCH

V1 modules for 5400, 8200
and 3500, 6200, 6600 SWitCheS -\"Lﬁ\l\I MAC [ MAC | Eth :;Prc E)Pst |:r0t 'IrZs TSE: TDCsF;

priority | Src Dst type

The Following Forwarding Actions can be taken
FORWARD ACTION based on‘::)ove M‘:tch: DROP: NORMAL,

OUT_PORT (1 port, including LAG, or NORMAL)
SET ACTION Setable Fields -
Cannot alter Fields -

Must set fields to specific value -

At most 1 interface can be specified (LAG,
NORMAL, or a physical interface)
If no interface is specified, action is DROP

24 © Copyright 2012 Hewlett-Packard Development Company, L.P. @
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Hardware Rules
(V2, Current
release)

V2 modules for 5400, 8200,
and 3800, 2920 stackable
switches

25 © Copyright 2012 Hewlett-Packard Development Company, L.P.
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MATCH

Specify or wildcard for match in hardware -

Field Must be wildcarded, or Not included in rule I:l
Must Program specific value I:l

Src

MAC
Dst

Eth
type

MATCH

MATCH

IP (0x0800)

Eth IP 1P P IP TCP TCP
type Src Dst Prot ToS Src Dst
NOT IP, any other

MAC
Src

MAC

Eth P P 1P P TcP | TCP
type Src Dst Prot ToS Src Dst

FORWARD ACTION

The Following Forwarding Actions can be taken based on above Match:
DROP, NORMAL, OUT_PORT (1 port, including LAG, or NORMAL),
HP QoS extensions to support per flow rate limiters Setable Fields -

SET ACTION

Cannot alter Fields -

Must set fields to specific value

At most 1 interface can be specified (LAG,
NORMAL, or a physical interface)
If no interface is specified, action is DROP




Thank you
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